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#### Abstract

In this paper three recently developed traction vector techniques will be experimentally validated. Common ground for the techniques are based on a modal expansion of the displacement field and utilization of sets of normal eigenmodes and displacement measurements in order to yield detailed descriptions of the traction vector field acting at the boundary. Comparison between the methods is made regarding the experimental estimation of traction vectors both point-wise and in an $\mathrm{L}_{2}$-norm over the boundary in question. The results are good especially regarding the normed results.
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## 1. Introduction

The estimation of boundary traction vector (or excitation/reaction force) acting on a vibrating structure is an important research field within the discipline of structural dynamics. Recently three separate methods for solving the problem of boundary traction vector estimation from observed vibration response where proposed, see Refs. [1-3]. This problem is, in the literature, usually referred to as the inverse problem, see e.g., the review article by Dobson and Rider [4]. Solving the inverse problem is theoretically straightforward. However, it often turns out that the system of equations which arise, is numerically ill-conditioned, i.e., the equation matrix has a high condition number. This can yield highly inaccurate results due to noise in the measured data. Therefore wellconditioned approaches for solving the inverse problem are highly desirable. One possible way to improve the condition number may be to use Tikhonov regularization (or damped least squares). Examples of applications using regularization can be seen in e.g., Refs. [5-7]. This approach adds a penalty to a least square formulation of the problem. However, while regularization improves

[^0]the condition number it has the drawback in that it needs to smooth the solution in such way that cannot be predicted beforehand.

Bartlett and Flannelly [8] use a technique called force determination method for determination of vibratory hub forces on a helicopter. Starkey and Merrill [9] proposed two algorithms for the solution of the inverse problem. The first one involves the use of a frequency-dependent pseudoinverse of the acceleration matrix, hence the inverse must be calculated for each frequency of interest. The acceleration matrix is defined as the matrix relating Fourier transforms of the acceleration and force vectors. The second algorithm is based on vibration eigenmodes and involves pseudo-inverses of the modal matrix and a sub-matrix of the modal matrix. Starkey and Merrill also conducted a perturbation investigation and concluded that the condition number of the acceleration matrix is a good estimate of force errors. The second algorithm was also studied by Hansen and Starkey [10]. In Ref. [11] a point force identification problem for a simply supported plate, where the location, phase and magnitude of the force is unknown, was considered. Möller [12] studied the ill-posed version of the inverse problem for a discrete system, where not even the locations of the applied loads are known. An optimization algorithm that uses the Betti reciprocal theorem, added discrete masses and additional response measurements is proposed.

In Ref. [1] it was shown that the ill-conditioned system of equations, that often arises when solving the inverse problem, using modal-based techniques, is caused by the well-known fact that modes, orthogonal in a volume, are in general not orthogonal in a subspace of the volume, such as, e.g., a boundary. One way to overcome the ill-conditioning, which was proposed in Ref. [1], is to choose a subset of the set of available modes which are orthogonal over the boundary in question. The final traction estimation step in Ref. [1] used an FE-interpolation.

In Ref. [2] the idea of well-conditioned traction estimation, as proposed in Ref. [1], was again used for the traction estimation; however, the novelty compared to Ref. [1] is that the final estimation step use a series expansion of the stress tensor. Finally in Ref. [3] the idea of Refs. [1,2] was again utilized, but here the final estimation step use a surface orthogonal basis, obtained by construction.

In this paper the three aforementioned traction techniques will be validated on an experimental test case. The details of the techniques is briefly outlined in Sections 2 and 3. In Section 4, the results of the experimental test case is presented.

Throughout the text the three-dimensional displacement field in the time domain is denoted by $\mathbf{u}(\mathbf{x}, t)$, and its frequency domain, Laplace transformed, counterpart is denoted with a tilde above the function, i.e., $\tilde{\mathbf{u}}(\mathbf{x}, s)$. Here, and in the following, $s=\mathrm{i} \omega$ is a complex frequency variable where $\mathrm{i}, \mathrm{i}^{2}=-1$, denotes the imaginary unit and $\omega=2 \pi \cdot f$ is the circular frequency [rad/s] of vibration; also, Hilbert space basis functions and elastic (normal) displacement (eigen-) modes are used synonymously.

## 2. Theory

### 2.1. Basic constitutive relation and equations of motion

The case of a three-dimensional, materially homogeneous solid occupying a bounded volume, $\Omega \subset \mathbb{R}^{3}$, will be studied. Let the boundary of $\Omega$ be denoted by $\partial \Omega$. Let also the time domain three-dimensional displacement field of the body be denoted by $\mathbf{u}=\mathbf{u}(\mathbf{x}, t)$, where $\mathbf{x} \in \Omega$ is
a point in the body, and $t \in \mathbb{R}$ is the time variable. Assuming vanishing body forces, the time domain, Cauchy's first equations of motion in the local form are given by

$$
\begin{equation*}
-\operatorname{div} \boldsymbol{\sigma}+\rho \ddot{\mathbf{u}}=\mathbf{0} \tag{1}
\end{equation*}
$$

where $\operatorname{div} \boldsymbol{\sigma}=(\nabla \cdot \boldsymbol{\sigma})^{\mathrm{T}}$ and $\nabla$ is the usual gradient operator; $\boldsymbol{\sigma}=\boldsymbol{\sigma}(\mathbf{x}, t)$ is the spatial- and timedependent second order stress tensor, and $\rho=\rho(\mathbf{x}, t)$ is the spatial- and time-dependent mass distribution in the body; in the following it is assumed that the mass distribution is time invariant, hence $\rho(\mathbf{x}, t)=\rho(\mathbf{x})$.

Assuming homogeneous initial conditions for the displacement field and the corresponding velocity field, the Laplace transformed, frequency domain counterpart to Eq. (1) can be stated as

$$
\begin{equation*}
-\operatorname{div} \tilde{\boldsymbol{\sigma}}+s^{2} \rho \tilde{\mathbf{u}}=\mathbf{0} \tag{2}
\end{equation*}
$$

where $\tilde{\boldsymbol{\sigma}}=\tilde{\boldsymbol{\sigma}}(\mathbf{x}, s)$ and $\tilde{\mathbf{u}}=\tilde{\mathbf{u}}(\mathbf{x}, s)$ are the frequency domain stress tensor and displacement fields, respectively.

For a linear material at isothermal, but otherwise general, conditions, the frequency domain stress-strain relationship can be described by (cf., Ref. [13])

$$
\begin{equation*}
\tilde{\boldsymbol{\sigma}}=\mathscr{H}: \tilde{\boldsymbol{\varepsilon}}, \tag{3}
\end{equation*}
$$

where $\mathscr{H}=\mathscr{H}(\mathbf{x}, s)$ is a complex, position and frequency dependent, constitutive fourth order material tensor; $\tilde{\boldsymbol{\varepsilon}}=\tilde{\boldsymbol{\varepsilon}}(\mathbf{x}, s)$ is the frequency domain (second order) strain tensor field, as defined in Appendix A; the operator :, in the above equation, denotes the double contraction between the fourth order tensor, $\mathscr{H}$, and the second order tensor, $\tilde{\varepsilon}$, (cf., Ref. [14]). Without loss of generality, for an elastic solid, it is assumed that $\mathscr{H}$ can be decomposed as

$$
\begin{equation*}
\mathscr{H}=\mathscr{H}_{e}+\mathscr{H}_{a} \tag{4}
\end{equation*}
$$

where $\mathscr{H}_{e}$ and $\mathscr{H}_{a}$ denote the zero frequency, relaxed elastic properties, and the frequencydependent viscoelastic properties, respectively. Methods for estimating the viscoelastic properties in $\mathscr{H}_{a}$, for a specific isotropic material, are described in Ref. [15]. The elastic compliance tensor corresponding to the elastic material tensor, $\mathscr{H}_{e}$, is defined as

$$
\begin{equation*}
\mathscr{C}_{e}:=\mathscr{H}_{e}^{-1} \tag{5}
\end{equation*}
$$

The spatial- and time-dependent Cauchy (surface) traction vector is defined as

$$
\begin{equation*}
\mathbf{t}_{n}(\mathbf{x}, t):=\boldsymbol{\sigma} \mathbf{n} \tag{6}
\end{equation*}
$$

where $\mathbf{n} \in \mathbb{R}^{3}$ denotes the unit normal vector, to the surface. The Laplace transformed counterpart to Eq. (6) is defined as

$$
\begin{equation*}
\tilde{\mathbf{t}}_{n}(\mathbf{x}, s):=\tilde{\boldsymbol{\sigma}} \mathbf{n}=(\mathscr{H}: \tilde{\mathbf{\varepsilon}}) \mathbf{n} . \tag{7}
\end{equation*}
$$

### 2.2. Modal series

Let the Laplace transformed (frequency domain) displacement field, $\tilde{\mathbf{u}}$, be represented by a generalized spatial Fourier series

$$
\begin{equation*}
\tilde{\mathbf{u}}(\mathbf{x}, s)=\sum_{k=1}^{\infty} c_{k}(\tilde{\mathbf{u}}) \mathbf{w}_{u}^{(k)}(\mathbf{x}) \tag{8}
\end{equation*}
$$

where $\mathbf{w}_{u}^{(k)}(\mathbf{x})$ is the elastic displacement mode number $k$ which is the solution to the elastic eigenvalue problem Eqs. (A.12)-(A.14) given in Appendix A. The index $u$ denotes that $\left\{\mathbf{w}_{u}^{(k)}\right\}_{k=1}^{\infty}$ is a basis for the displacement series in Eq. (8).

The $s$-dependent, i.e., frequency dependent coefficients $c_{k}(\tilde{\mathbf{u}})$, in Eq. (8), are linear functionals of the Laplace transformed displacement field $\tilde{\mathbf{u}}(\mathbf{x}, s)$ defined as

$$
\begin{gather*}
c_{k}(\tilde{\mathbf{u}}):=\frac{\left(\tilde{\mathbf{u}}, \rho \mathbf{w}_{u}^{(k)}\right)_{\mathrm{L}_{2}(\Omega)}}{m_{k}},  \tag{9}\\
m_{k}:=\left(\mathbf{w}_{u}^{(k)}, \rho \mathbf{w}_{u}^{(k)}\right)_{\mathrm{L}_{2}(\Omega)}>0 . \tag{10}
\end{gather*}
$$

Analogous to the above the frequency domain stress tensor, $\tilde{\boldsymbol{\sigma}}=\tilde{\boldsymbol{\sigma}}(\mathbf{x}, s)$ can be represented by a generalized Fourier series, cf., Ref. [16]

$$
\begin{equation*}
\tilde{\boldsymbol{\sigma}}=\sum_{l=1}^{\infty} g_{l}(\tilde{\boldsymbol{\sigma}}) \boldsymbol{\sigma}^{(l)}(\mathbf{x}) \tag{11}
\end{equation*}
$$

where $\boldsymbol{\sigma}^{(l)}$ is the elastic stress tensor basis function defined as

$$
\begin{equation*}
\boldsymbol{\sigma}^{(l)}(\mathbf{x}):=\mathscr{H}_{e}: \varepsilon_{\sigma}^{(l)} \tag{12}
\end{equation*}
$$

where $\boldsymbol{\varepsilon}_{\sigma}^{(l)}=\boldsymbol{\varepsilon}_{\sigma}^{(l)}\left(\mathbf{w}_{\sigma}^{(l)}\right)$ is the elastic strain tensor basis function, obtained here from the elastic displacement mode, $\mathbf{w}_{\sigma}^{(l)}$, as

$$
\begin{equation*}
\boldsymbol{\varepsilon}_{\sigma}^{(l)}=\frac{1}{2}\left[\left(\nabla \otimes \mathbf{w}_{\sigma}^{(l)}\right)^{\mathrm{T}}+\nabla \otimes \mathbf{w}_{\sigma}^{(l)}\right] \tag{13}
\end{equation*}
$$

The index $\sigma$ on $\mathbf{w}_{\sigma}^{(l)}$ denotes that $\left\{\mathbf{w}_{\sigma}^{(l)}\right\}_{l=1}^{\infty}$ is used to determine the basis $\left\{\boldsymbol{\sigma}_{l=1}^{\infty}\right\}$ for the stress series. Note that no material discontinuities may be present in $\Omega$. Note also that Eqs. (11) and (12) together with displacement-based strains in Eq. (13) may not in some cases be a convergent (infinite) series. This is due to the fact that termwise differentiation is not always possible for infinite series in general. The demand is that the sequence must converge uniformly in order to obtain convergent derivatives.

The Fourier coefficients, $g_{l}(\tilde{\boldsymbol{\sigma}})$, in Eq. (11) are defined as

$$
\begin{align*}
& g_{l}(\tilde{\boldsymbol{\sigma}}):=\frac{\left(\tilde{\boldsymbol{\sigma}}, \mathscr{C}_{e} \boldsymbol{\sigma}^{(l)}\right)_{\mathrm{L}_{2}(\Omega)}}{a_{l}},  \tag{14}\\
& a_{l}:=\left(\boldsymbol{\sigma}^{(l)}, \mathscr{C}_{e} \boldsymbol{\sigma}^{(l)}\right)_{\mathrm{L}_{2}(\Omega)} . \tag{15}
\end{align*}
$$

The notation of $(\cdot, \cdot)_{\mathrm{L}_{2}(\Omega)}$, in the above equation, is the inner product for tensors of the same order, as defined in Appendix A. Here the order of the tensor is two.

The elastic displacement modes, $\mathbf{w}_{u}^{(k)}$ and $\mathbf{w}_{\sigma}^{(l)}$, in Eqs. (8) and (13), respectively, are two complimentary solutions to the eigenvalue problem, Eq. (A.12) with boundary conditions in Eqs. (A.13) and (A.14), on different $\partial \Omega_{t}$ and $\partial \Omega_{w}$.

It is important to note that the basis functions, for the series expansions in Eqs. (8) and (11), are considered as purely mathematical ones. This means that the boundary conditions for the eigenvalue problem have no physical meaning. Regarding the displacement series, Eq. (8), the boundary conditions for the eigenvalue problem must be such that the eigenmodes can represent some movement at the surface of interest. This means that at the surface where the traction vector is sought the boundary conditions must be pure Neumann in this case. For the stress series,

Eq. (11), the same is valid for the stress basis functions, i.e., the boundary conditions for the eigenvalue problem must be such that the stress basis functions can represent non-zero stress tensor components. This is obtained with pure Dirichlet boundary conditions (for the displacement $\mathbf{w}_{\sigma}^{(l)}$ ) at the surface of interest.

### 2.3. Surface orthogonal basis construction

An important fact is that a complete orthogonal set of three-dimensional basis functions in the Hilbert space $\mathrm{L}_{2}(\Omega)$, i.e., the space of square integrable functions in the domain $\Omega$, is not in general orthogonal over some part of (or the whole) the surface of the domain $\Omega$. However, given that set of three-dimensional basis functions, a set of orthogonal (and normalized) three-dimensional basis functions can be constructed by means of Gram-Schmidt orthogonalization, an innerproduct for the surface of interest and the corresponding norm.

Let $\partial \Omega_{c}, \partial \Omega_{c} \subseteq \partial \Omega$, denote some part of the surface, and let $(\mathbf{u}, \mathbf{v})_{\mathrm{L}_{2}\left(\partial \Omega_{c}\right)}$ and $\|\mathbf{u}\|_{\mathrm{L}_{2}\left(\partial \Omega_{c}\right)}$ denote the $\mathrm{L}_{2}\left(\partial \Omega_{c}\right)$-inner product and norm, respectively; both defined in Appendix A. Then, as proposed in Ref. [3], given a set of three-dimensional eigenmodes, $\left\{\mathbf{w}^{(k)}\right\}_{k=1}^{\infty}$, which are orthogonal in the volume $\Omega$, a sequence of orthogonal and normalized basis functions, $\left\{\mathbf{v}^{(k)}\right\}_{k=1}^{\infty}$, can be obtained by the following construction:

$$
\left.\begin{array}{c}
\mathbf{v}^{(1)}=\frac{\mathbf{w}^{(1)}}{\left\|\mathbf{w}^{(1)}\right\|_{\mathrm{L}_{2}\left(\partial \Omega_{c}\right)}}, \\
\mathbf{f}^{(k)}=\mathbf{w}^{(k)}-\sum_{l=1}^{k-1}\left(\mathbf{w}^{(k)}, \mathbf{v}^{(l)}\right)_{\mathrm{L}_{2}\left(\partial \Omega_{c}\right)^{\mathbf{v}^{(l)}}}  \tag{17}\\
\mathbf{v}^{(k)}=\frac{\mathbf{f}^{(k)}}{\left\|\mathbf{f}^{(k)}\right\|_{\mathrm{L}_{2}\left(\partial \Omega_{c}\right)}}
\end{array}\right\}, \quad k=2, \ldots, \infty,
$$

given the following restrictions: $\left\|\mathbf{w}^{(1)}\right\|_{\mathrm{L}_{2}\left(\partial \Omega_{c}\right)} \neq 0$ and $\left\|\mathbf{f}^{(k)}\right\|_{\mathrm{L}_{2}\left(\partial \Omega_{c}\right)} \neq 0$ for all $k=2, \ldots, \infty$.
Orthogonality is here, of course, with respect to the $\mathrm{L}_{2}\left(\partial \Omega_{c}\right)$-inner product.

### 2.4. Response model

By taking the $\mathrm{L}_{2}$-inner product between Eq. (2) and $\mathbf{w}^{(k)}$, using the definition (9), Eq. (3) and Gauss' theorem it follows that

$$
\begin{equation*}
s^{2} m_{k} c_{k}(\tilde{\mathbf{u}})+\left((\mathscr{H}: \tilde{\boldsymbol{\varepsilon}}), \nabla \otimes \mathbf{w}^{(k)}\right)_{\mathrm{L}_{2}(\Omega)}=F^{(k)}(s), \tag{18}
\end{equation*}
$$

where the frequency-dependent modal force $F^{(k)}(s)$ is defined as

$$
\begin{equation*}
F^{(k)}(s):=\left(\tilde{\mathbf{t}}_{n}, \mathbf{w}^{(k)}\right)_{\mathrm{L}_{2}(\partial \Omega)} . \tag{19}
\end{equation*}
$$

Now, without loss of generality, assume that no material damping is present, i.e. $\mathscr{H}_{a} \equiv \mathbf{0}$, in Eq. (4), $\forall \mathbf{x} \in \Omega$. This will simplify the response model as will be derived below, to give a clearer view of the key issue in this paper. Then Eq. (18) is such that

$$
\begin{equation*}
s^{2} m_{k} c_{k}(\tilde{\mathbf{u}})+\left(\left(\mathscr{H}_{e}: \tilde{\boldsymbol{\varepsilon}}\right), \nabla \otimes \mathbf{w}^{(k)}\right)_{\mathrm{L}_{2}(\Omega)}=F^{(k)}(s) \tag{20}
\end{equation*}
$$

Taking the $\mathrm{L}_{2}$-inner product between the displacement field, $\tilde{\mathbf{u}}$, and the elastic equations of motion in Eq. (A.12) yields

$$
\begin{equation*}
\left(\left(\mathscr{H}_{e}: \boldsymbol{\varepsilon}^{(k)}\right), \nabla \otimes \tilde{\mathbf{u}}\right)_{\mathrm{L}_{2}(\Omega)}=m_{k} \omega_{k}^{2} c_{k}(\tilde{\mathbf{u}}), \tag{21}
\end{equation*}
$$

where $\boldsymbol{\varepsilon}^{(k)}$ is the strain mode corresponding to the displacement mode $\mathbf{w}^{(k)}$ according to Eq. (A.15).
Using the properties of the inner-product of second order tensors (and major symmetry of $\mathscr{H}_{e}$ ), it can be shown that

$$
\begin{equation*}
\left(\left(\mathscr{H}_{e}: \tilde{\boldsymbol{\varepsilon}}\right), \nabla \otimes \mathbf{w}^{(k)}\right)_{\mathrm{L}_{2}(\Omega)}=\left(\left(\mathscr{H}_{e}: \boldsymbol{\varepsilon}^{(k)}\right), \nabla \otimes \tilde{\mathbf{u}}\right)_{\mathrm{L}_{2}(\Omega)}, \tag{22}
\end{equation*}
$$

hence Eq. (20) becomes

$$
\begin{equation*}
c_{k}(\tilde{\mathbf{u}})=\frac{F^{(k)}(s)}{m_{k}\left(s^{2}+\omega_{k}^{2}\right)} . \tag{23}
\end{equation*}
$$

Then the displacement field $\tilde{\mathbf{u}}$ is expressed, using Eqs. (8) and (23), by the modal model

$$
\begin{equation*}
\tilde{\mathbf{u}}(\mathbf{x}, s)=\sum_{k=1}^{\infty} \frac{F^{(k)}(s)}{m_{k}\left(s^{2}+\omega_{k}^{2}\right)} \mathbf{w}^{(k)}(\mathbf{x}) \tag{24}
\end{equation*}
$$

### 2.5. Truncated response model

In applications, only a finite number of approximations of the modes, $\mathbf{w}^{(k)}$, are available, therefore it is necessary to truncate the infinite series, as in Eqs. (8) and (11). Then a finitedimensional model for boundary traction vector estimation using measured vibration responses can be derived. This truncation will result in an error of the estimated Fourier coefficients. Note, however, that the estimated displacement vector (based on the estimated Fourier coefficients) converges to the true one in an $\mathrm{L}_{2}(\Omega)$-norm, see e.g., Ref. [17].

Now assume that up to $K$ number of modes are to be used in the traction vector estimation technique, as described below. Then, for the measured response, $\tilde{U}_{i}^{\text {mea }}$, at a point $p(j)$ with coordinate $\mathbf{x}_{p(j)}$ and measurement direction $\mathbf{n}_{i}\left(\mathbf{n}_{i}\right.$ being a unit three-dimensional vector), Eq. (24) provides the following relationship:

$$
\begin{equation*}
\tilde{\mathbf{U}}^{m e a}=\mathbf{A C}+\tilde{\mathbf{U}}^{r e s} \tag{25}
\end{equation*}
$$

where $\mathbf{A}$ is a real and constant $N \times K$ response matrix ( $N$ being the number of measured responses), with components defined as

$$
\begin{equation*}
A_{i k}:=\mathbf{n}_{i} \cdot \mathbf{w}^{(k)}\left(\mathbf{x}_{p(j)}\right) \tag{26}
\end{equation*}
$$

relating the Fourier coefficients, arranged in $\mathbf{C}$, to the displacements; $\mathbf{C}$ is defined such that

$$
\begin{equation*}
\mathbf{C}:=\left[c_{1}(\tilde{\mathbf{u}}), c_{2}(\tilde{\mathbf{u}}), \ldots, c_{K}(\tilde{\mathbf{u}})\right]^{\mathrm{T}} . \tag{27}
\end{equation*}
$$

Note that at each point $p(j)$ there can be up to three responses, $\tilde{U}_{i}^{\text {mea }}$, i.e., if measurements are made in more than one direction at $p(j)$. Hence, $j \in\{1, \ldots, P\}, P \leqslant N$.

Finally $\tilde{\mathbf{U}}^{r e s}$, in Eq. (25), is the residual caused by truncation of the infinite series as in Eq. (24). It is defined by the components

$$
\begin{equation*}
\tilde{U}_{i}^{r e s}:=\sum_{k=K+1}^{\infty} \frac{F^{(k)}}{m_{k}\left(s^{2}+\omega_{k}^{2}\right)} \mathbf{n}_{i} \cdot \mathbf{w}^{(k)}\left(\mathbf{x}_{p(j)}\right) \tag{28}
\end{equation*}
$$

Since the objective here is to calculate the modal force, caused by some unknown excitation/ reaction, only the contribution to the modal force from some known excitation can be calculated; also, when no excitation is known the complete residual is neglected.

Now least square estimates of the Fourier coefficients, $c_{k}(\tilde{\mathbf{u}})$, can be obtained by means of Eqs. (25)-(28), i.e., $\mathbf{C}$ can be estimated by

$$
\begin{equation*}
\mathbf{C}_{e s t}=\mathbf{A}^{+}\left(\tilde{\mathbf{U}}^{\text {mea }}-\tilde{\mathbf{U}}^{\text {res }}\right), \tag{29}
\end{equation*}
$$

where $\mathbf{A}^{+}:=\left(\mathbf{A}^{\mathrm{T}} \mathbf{A}\right)^{-1} \mathbf{A}^{\mathrm{T}}$ is the pseudo-inverse of $\mathbf{A}$. Thereafter, $\left\{F^{(k)}(s)\right\}_{k=1}^{K}$ is easily obtained by use of Eq. (23). Note that responses can be predicted at arbitrary points, i.e., even at points not measured, in the structure by use of the set of calculated $\left\{F^{(k)}(s)\right\}_{k=1}^{K}$ and Eq. (24).

## 3. Traction vector estimation methods

Given the set of modal forces, $\left\{F^{(k)}\right\}_{k=1}^{K}$, obtained by the least square technique described in the previous section, the traction vector can be estimated. This can be done in several ways. Three estimation methods as proposed by Sehlstedt [1-3] will be outlined in Sections 3.1-3.3, respectively.

Let $\partial \Omega_{c}, \partial \Omega_{c} \subseteq \partial \Omega$, be the surface where the traction vector is sought. Then the traction vector can be estimated by means of Eq. (19) from the set of estimated modal forces as

$$
\begin{equation*}
F^{(k)}(s)=\left(\tilde{\mathbf{t}}_{n}, \mathbf{w}^{(k)}\right)_{\mathrm{L}_{2}\left(\partial \Omega_{c}\right)}, \quad k=1, \ldots, K \tag{30}
\end{equation*}
$$

This is theoretically straightforward. In many applications though, the system of equation that arises is often ill-conditioned. This was shown in Ref. [1] to be caused by the fact that modes orthogonal in $\Omega$ is not, in general, orthogonal on the surface of interest $\partial \Omega_{c}$. However, there may exist a subset of the set of available modes which are orthogonal, or nearly orthogonal. This is the basis of the techniques in Refs. [1-3].

The selection of modes can be done in several ways; one way is to use an algorithm that minimizes the condition number. This will be adapted in this paper.

In Section 3.1, Eq. (30) will be solved by using FE-interpolation for the traction vector and eigenmodes. The technique in Section 3.2 will, instead of FE-interpolation for the traction field, use a series expansion of the stress tensor. This is further extended in Section 3.3 to utilize a set of surface orthogonal basis functions as a basis for the traction vector series expansion.

### 3.1. Method based on FE-interpolation

Here the technique in Ref. [1] will be briefly summarized.
To be able to solve Eq. (30), some appropriate spatial interpolation is needed for the traction vector field, $\tilde{\mathbf{t}}_{n}$. If the eigenmodes are calculated using the finite element method (FEM) the spatial interpolation for the eigenmodes, $\mathbf{w}^{(k)}$ are already determined. Then, in each FE element, the traction vector and eigenmode can be expressed as

$$
\begin{align*}
& \tilde{\mathbf{t}}_{n}(\mathbf{x}, s)=\mathbf{A}_{e}(\mathbf{x}) \tilde{\mathbf{T}}_{e}(s),  \tag{31}\\
& \mathbf{w}^{(k)}(\mathbf{x})=\mathbf{A}_{e}(\mathbf{x}) \mathbf{W}_{e}^{(k)}, \tag{32}
\end{align*}
$$

where $\mathbf{A}_{e}(\mathbf{x})$ is the element spatial FE-interpolation matrix. $\tilde{\mathbf{T}}_{e}(s)$ and $\mathbf{W}_{e}^{(k)}$ are the discrete element traction and eigenmode vectors, respectively

Using numerical integration, Eq. (30) can be expressed as

$$
\begin{gather*}
F^{(k)}(s)=\mathbf{Q}^{(k)} \tilde{\mathbf{T}}(s),  \tag{33}\\
\mathbf{Q}^{(k)}=\sum_{e=1}^{N_{\partial \Omega_{c}}}\left(\mathbf{W}_{e}^{(k)}\right)^{\mathrm{T}}\left[\int_{\partial \Omega_{c, e}} \mathbf{A}_{e}^{\mathrm{T}} \mathbf{A}_{e} \mathrm{~d} \partial \Omega\right] \mathbf{\Lambda}_{e}, \tag{34}
\end{gather*}
$$

where $\tilde{\mathbf{T}}(s)$ is the global column traction vector of the surface, $N_{\partial \Omega_{c}}$ is the number of elements on the surface $\partial \Omega_{c}$, and $\boldsymbol{\Lambda}_{e}$ is an incidence matrix relating the local degrees of freedom for element $e$ to the global degrees of freedom.

If the estimated modal contact forces, $F^{(k)}(s)$, is arranged in a column vector, $\mathbf{F}(s)$, such that

$$
\begin{equation*}
\mathbf{F}(s)=\left[F^{(1)}(s), F^{(2)}(s), \ldots, F^{(K)}(s)\right]^{\mathrm{T}} \tag{35}
\end{equation*}
$$

and, using Eqs. (33) and (34), a matrix $\mathbf{Q}$ can be defined such that

$$
\begin{equation*}
\mathbf{Q}^{\mathrm{T}}:=\left[\left(\mathbf{Q}^{(1)}\right)^{\mathrm{T}},\left(\mathbf{Q}^{(2)}\right)^{\mathrm{T}}, \ldots,\left(\mathbf{Q}^{(K)}\right)^{\mathrm{T}}\right] \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{Q} \tilde{\mathbf{T}}(s), \tag{37}
\end{equation*}
$$

i.e., row $K$ in $\mathbf{Q}$ consists of Eq. (34) with $k=K$.

Now the key issue here is to overcome the problem of ill-conditioning, which is caused by the lack of orthogonality of the eigenmodes, as mentioned in the introduction of Section 3, at the specific subsection of the structure, and therefore causing the matrix $\mathbf{Q}$ to be ill-conditioned. Consider a sub-matrix, $\mathbf{Q}_{\beta}$, consisting of rows in $\mathbf{Q}$ that are not linearly dependent. This approach may yield a low condition number for $\mathbf{Q}_{\beta}$. Then with the corresponding sub-vector of $\mathbf{F}$ denoted $\mathbf{F}^{\beta}$

$$
\begin{equation*}
\tilde{\mathbf{T}}(s)=\mathbf{Q}_{\beta}^{+} \mathbf{F}^{\beta} \tag{38}
\end{equation*}
$$

where $\mathbf{Q}_{\beta}^{+}$is the pseudo-inverse of $\mathbf{Q}_{\beta}$.

### 3.2. Method based on stress tensor expansion

In this section the method in Ref. [2] will be outlined.
By utilizing Eqs. (7), (11)-(13) and (30) the following series representation is obtained:

$$
\begin{equation*}
F^{(k)}(s)=\sum_{l=1}^{\infty} g_{l}(\tilde{\boldsymbol{\sigma}}) R_{k l}, \tag{39}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{k l}:=\left(\left(\mathscr{H}_{e}: \boldsymbol{\varepsilon}_{\sigma}^{(l)}\right) \mathbf{n}, \mathbf{w}_{u}^{(k)}\right)_{\mathrm{L}_{2}\left(\partial \Omega_{c}\right)}=\left(\mathbf{t}_{n, \sigma}^{(l)}, \mathbf{w}_{u}^{(k)}\right)_{\mathrm{L}_{2}\left(\partial \Omega_{c}\right)} \tag{40}
\end{equation*}
$$

where $\mathbf{t}_{n, \sigma}^{(l)}$ is the elastic traction vector corresponding to the elastic strain mode $\boldsymbol{\varepsilon}_{\sigma}^{(l)}$.

The system of Eqs. (39) can be expressed in infinite matrix format as

$$
\begin{gather*}
{\left[\begin{array}{c}
F_{c}^{(1)} \\
F_{c}^{(2)} \\
\vdots \\
F_{c}^{(k)} \\
\vdots
\end{array}\right]=\left[\begin{array}{ccccc}
R_{11} & R_{12} & \cdots & R_{1 l} & \cdots \\
R_{21} & R_{22} & \cdots & R_{2 l} & \cdots \\
\vdots & \vdots & \ddots & \vdots & \ddots \\
R_{k 1} & R_{k 2} & \cdots & R_{k l} & \cdots \\
\vdots & \vdots & \ddots & \vdots & \ddots .
\end{array}\right]\left[\begin{array}{c}
g_{1} \\
g_{2} \\
\vdots \\
g_{l} \\
\vdots
\end{array}\right]}  \tag{41}\\
\Leftrightarrow \\
\mathbf{F}_{c}=\mathbf{R G} . \tag{42}
\end{gather*}
$$

The problem of estimating the frequency-dependent traction vector field, $\tilde{\mathbf{t}}_{n}(\mathbf{x}, s)$, at points $\mathbf{x}$ on the boundary $\partial \Omega_{c}$ is reduced to estimating the frequency-dependent Fourier coefficients $\left\{g_{l}(\tilde{\boldsymbol{\sigma}})\right\}_{l=1}^{\infty}$ by means of Eq. (42).

The ill-conditioning is overcome by choosing, using e.g., an algorithm that minimizes the condition number, a set of modes which are orthogonal, or almost orthogonal, over the boundary in question a sub-matrix, $\mathbf{R}_{\beta}$, of the complete system matrix $\mathbf{R}$ can be obtained. The rows in $\mathbf{R}_{\beta}$ correspond to the set of modes orthogonal over the boundary in question. Then, by means of a sub-vector, $\mathbf{F}_{c}^{\beta}$, of the modal force vector, $\mathbf{F}_{c}$, corresponding to the matrix $\mathbf{R}_{\beta}$, the following system of equations are given:

$$
\begin{equation*}
\mathbf{F}_{c}^{\beta}=\mathbf{R}_{\beta} \mathbf{G} . \tag{43}
\end{equation*}
$$

Now, by taking the pseudo-inverse, $\mathbf{R}_{\beta}^{+}$, of $\mathbf{R}_{\beta}$ the Fourier coefficients of the stress series (contained in the vector $\mathbf{G}$ ) can be estimated

$$
\begin{equation*}
\mathbf{G}_{e s t}=\mathbf{R}_{\beta}^{+} \mathbf{F}_{c}^{\beta} . \tag{44}
\end{equation*}
$$

Then by means of Eqs. (7), (11)-(13) and the set of estimated stress series Fourier coefficients, $\mathbf{G}_{e s t}$, the boundary traction vector can be calculated at arbitrary points in $\partial \Omega_{c}$.

The choice of boundary conditions for the eigenvalue problems, when calculating the eigenmodes sets $\left\{\mathbf{w}_{u}^{(k)}\right\}_{k=1}^{\infty}$ and $\left\{\mathbf{w}_{\sigma}^{(l)}\right\}_{l=1}^{\infty}$, requires some further explanations. Regarding the eigenmodes (or basis functions), $\mathbf{w}_{u}^{(k)}$, for the displacement series, Eq. (8), it is important to note that on parts of the boundary, $\partial \Omega_{c} \subseteq \partial \Omega$, where the traction vector, $\tilde{\mathbf{t}}_{n}$, is sought, the required boundary condition for the elastic eigenvalue problem must be an homogeneous elastic traction field, i.e., $\mathbf{t}_{n}^{(k)}=\left(\mathscr{H}_{e}: \boldsymbol{\varepsilon}_{u}^{(k)}\right) \mathbf{n} \equiv \mathbf{0}$. Hence the boundary $\partial \Omega_{t}$ must contain $\partial \Omega_{c}$, i.e., $\partial \Omega_{c} \subset \partial \Omega_{t}$, otherwise, no information about the sought boundary traction vector, $\tilde{\mathbf{t}}_{n}$, can be extracted. Recall that $\mathbf{t}_{n}^{(k)}$ is the elastic traction vector corresponding to the elastic strain tensor mode, $\boldsymbol{\varepsilon}_{u}^{(k)}$, for a specific direction defined by the unit normal $\mathbf{n}$, and $\boldsymbol{\varepsilon}_{u}^{(k)}$ in turn corresponds to the elastic displacement mode, $\mathbf{w}_{u}^{(k)}$, by Eq. (A.15).

For the basis functions $\boldsymbol{\sigma}^{(l)}$ in the stress series, as in Eq. (11) and defined according to Eqs. (12)-(13), the eigenvalue problem must be defined such that $\sigma_{i j}^{(l)}(\mathbf{x}) \neq 0$ for certain $i j \in\{11,22,33,12,23,31\}, l \in \mathbb{N}$ and $\mathbf{x} \in \partial \Omega_{c}$, i.e., the stress basis functions must be such that they can represent non-homogeneous stress tensor components, $\tilde{\sigma}_{i j} \neq 0$, on $\partial \Omega_{c}$. Hence the boundary conditions for the eigenvalue problem must be an homogeneous displacement mode field, i.e. $\mathbf{w}^{(l)} \equiv \mathbf{0}$, on $\partial \Omega_{c}$. Thus $\partial \Omega_{c} \subseteq \partial \Omega_{w}$.

### 3.3. Method based on construction of an orthogonal basis

Here the technique in Ref. [3] will be summarized.
Let $\left\{\mathbf{v}^{(l)}(\mathbf{x})\right\}_{l=1}^{\infty}$ be a normalized, orthogonal sequence of basis function over the surface $\partial \Omega_{c} \subseteq \partial \Omega$, constructed as in Section 2.3. Then the frequency domain traction vector on the surface $\partial \Omega_{c}$ can be expressed as

$$
\begin{equation*}
\tilde{\mathbf{t}}_{n}(\mathbf{x}, s)=\sum_{l=1}^{\infty} h_{l}\left(\tilde{\mathbf{t}}_{n}\right) \mathbf{v}^{(l)}(\mathbf{x}) \quad \text { for } \mathbf{x} \in \partial \Omega_{c}, \tag{45}
\end{equation*}
$$

where $\left\{h_{l}\left(\tilde{\mathbf{t}}_{n}\right)\right\}_{l=1}^{\infty}$ are Fourier coefficients defined as

$$
\begin{equation*}
h_{l}\left(\tilde{\mathbf{t}}_{n}\right):=\left(\tilde{\mathbf{t}}_{n}, \mathbf{v}^{(l)}\right)_{\mathrm{L}_{2}\left(\partial \Omega_{c} c\right.} . \tag{46}
\end{equation*}
$$

By means of Eqs. (19) and (45) the following can be obtained:

$$
\begin{equation*}
F^{(k)}(s)=\sum_{l=1}^{\infty} S_{k l} h_{l}, \tag{47}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{k l}:=\left(\mathbf{v}^{(l)}, \mathbf{w}^{(k)}\right)_{\mathrm{L}_{2}\left(\partial \Omega_{c}\right)} . \tag{48}
\end{equation*}
$$

The above give rise to an infinite system of equations as below

$$
\begin{gather*}
{\left[\begin{array}{c}
F^{(1)} \\
F^{(2)} \\
\vdots \\
F^{(k)} \\
\vdots
\end{array}\right]=\left[\begin{array}{ccccc}
S_{11} & S_{12} & \cdots & S_{1 l} & \cdots \\
S_{21} & S_{22} & \cdots & S_{2 l} & \cdots \\
\vdots & \vdots & \ddots & \vdots & \ddots \\
S_{k 1} & S_{k 2} & \cdots & S_{k l} & \cdots \\
\vdots & \vdots & \ddots & \vdots & \ddots
\end{array}\right]\left[\begin{array}{c}
h_{1} \\
h_{2} \\
\vdots \\
h_{l} \\
\vdots
\end{array}\right]}  \tag{49}\\
\Leftrightarrow \\
\mathbf{F}=\mathbf{S H} . \tag{50}
\end{gather*}
$$

Given the set of coefficients for the traction series, $\left\{h_{l}\left(\tilde{\mathbf{t}}_{n}\right)\right\}_{l=1}^{\infty}$, the traction vector, $\tilde{\mathbf{t}}_{n}=\tilde{\mathbf{t}}_{n}(\mathbf{x}, s)$, at the surface of interest, $\partial \Omega_{c}$, can easily be obtained from Eq. (45).

Now, as before, by choosing, using e.g., an algorithm that minimizes the condition number, a set of modes which are orthogonal, or almost orthogonal, over the boundary in question a submatrix, $\mathbf{S}_{\beta}$, of the complete system matrix $\mathbf{S}$ can be obtained. The rows in $\mathbf{S}_{\beta}$ correspond to the set of modes orthogonal over the boundary in question. Then, by means of a sub-vector, $\mathbf{F}_{\beta}$, of the modal force vector, $\mathbf{F}$, corresponding to the matrix $\mathbf{S}_{\beta}$, the following system of equations are given:

$$
\begin{equation*}
\mathbf{F}_{\beta}=\mathbf{S}_{\beta} \mathbf{H} \tag{51}
\end{equation*}
$$

Now, by taking the pseudo-inverse, $\mathbf{S}_{\beta}^{+}$, of $\mathbf{S}_{\beta}$ the Fourier coefficients of the traction vector series (contained in the vector $\mathbf{H}$ ) can be estimated

$$
\begin{equation*}
\mathbf{H}_{e s t}=\mathbf{S}_{\beta}^{+} \mathbf{F}_{\beta} . \tag{52}
\end{equation*}
$$

Then by means of Eq. (45) and the set of estimated traction series Fourier coefficients, $\mathbf{H}_{\text {est }}$, the boundary traction vector can be calculated at arbitrary points in $\partial \Omega_{c}$.

Separate traction series with separate basis functions are needed if the surface of interest, $\partial \Omega_{c}$, is composed by disjoint partial surfaces. For example if $L$ basis functions are used in each truncated traction series, then the length of the vector $\mathbf{H}$ is $L$ times the number of partial surfaces.

### 3.4. Discussion of differences between the techniques

As can be seen in this section, the methods are all based on estimation of the Fourier coefficients for the displacement series, or more precisely the corresponding modal forces. But that is where the similarities end.

The technique described in Section 3.1 utilizes FE-interpolation of both the traction vector and eigenmode vector. This will, usually, result in an under-determined system of equations, due to the fact that the number of traction FE-components are, usually, higher than the set of eigenmodes.

For the methods in Sections 3.2 and 3.3 this is not the case. Here there are overdetermined systems of equations, due to the number of basis functions for in the stress series respectively the traction series expansion can be chosen smaller than the number of basis functions for the displacement series. One big advantage of the technique in Section 3.3 over the one in Section 3.2 is that the basis functions are truly orthogonal over the surface of interest.

## 4. Experimental test case

In this section experimental validation of the techniques described in the previous section will be made.

The test structure consists of an aluminum plate structure squeezed between two steel supports, which in turn are clamped to a rigid body, see Fig. 1 where the support on one side is depicted. The other support is located on the opposite side (with respect to the $z$-axis) of the plate. The dimensions of the aluminum plate are $0.3 \times 0.52 \times 0.0042 \mathrm{~m}(x \times y \times z)$; the dimensions of the


Fig. 1. The experimental test setup.
steel supports are $0.04 \times 0.02 \times 0.02 \mathrm{~m}(x \times y \times z)$. The contact surfaces between the supports and the plate are

$$
\begin{align*}
\partial \Omega_{c, 1}:= & \{\mathbf{x} \mid x \in[0.16,0.2], y \in[0.0,0.02], z=0.0\} \\
& \cup\{\mathbf{x} \mid x \in[0.16,0.2], y \in[0.0,0.02], z=0.0042\} . \tag{53}
\end{align*}
$$

The structure is excited by a traction vector field $\tilde{\mathbf{t}}_{n}\left(\mathbf{x}_{e}, s\right)=[0,0,1]^{\mathrm{T}} \mathrm{Pa}$, approximating a concentrated load at $\mathbf{x}_{e}=[0.14,0.26,0.0] \mathrm{m}$.

The elastic material properties for the aluminum plate are $\rho_{A l}=2795 \mathrm{~kg} / \mathrm{m}^{3}$ for the mass distribution, and zero frequency Young's modulus and Poisson's ratio $E_{A l}=73.0 \mathrm{GPa}$ and $v_{A l}=$ 0.3260 , respectively.

The analysis will be performed on a sub-structure of the plate, called the local part (see Fig. 1). The local part is the first (measured from $y=0.0$ ) 0.2 m in the $y$-direction of the aluminum beam. Thus, with the notation in this paper

$$
\begin{equation*}
\Omega:=\{\mathbf{x} \mid x \in[0.0,0.3], y \in[0.0,0.2], z \in[0.0,0.0042]\} . \tag{54}
\end{equation*}
$$

The internal surface between the local part and the rest of the plate is defined as

$$
\begin{equation*}
\partial \Omega_{c, 2}:=\{\mathbf{x} \mid x \in[0.0,0.3], y=0.2, z \in[0.0,0.0042]\} \tag{55}
\end{equation*}
$$

The traction vector is then sought at the contact surfaces between the plate and the support and the internal surface between the local part and the rest of the plate. With the notation in this paper: $\partial \Omega_{c}=\partial \Omega_{c, 1} \cup \partial \Omega_{c, 2}$.

Measurements are carried out on the local part only and only on one side of the plate $(z=0.0042)$. The measurements are obtained by means of a laser Doppler vibrometer (LDV) and a triaxial accelerometer. The total number of measurement points are $280(140 \mathrm{LDV}$ points and 140 accelerometer points) evenly distributed over the local part so that they can resolve the shortest wavelength in the eigenmode base for the displacement series. The tri-axial measurements are vital for the techniques to work. Thus, the accelerometer could be used for all measurement points; however, based on the fact that the structure is a plate the number of lateral measurements can be reduced and therefore only information on displacements normal to the plate is sufficient at some points. This is the reason that LDV is used to complement the accelerometer measurements. The brand of the accelerometer is Endevco and the type is Model 23. The accelerometer is very small and has a very low weight of 0.8 g and it is assumed that its influence to the vibration field of the structure neglectable.

Ultimately, all of the measurements should be performed using non-contact techniques. Some research results within the field of measurement techniques, such as Ref. [18], pose promising developments toward this goal. However, it must be emphasized that such techniques are not yet industrially applicable.

It is necessary to solve the eigenvalue problem to obtain the basis for the displacement series (as in Eq. (8)). Since there are no parts with essential boundary conditions on the local part, $\partial \Omega_{w}=\emptyset$ (in Eq. (A.14)) and $\partial \Omega_{t}=\partial \Omega$ (in Eq. (A.13)), corresponding to a homogeneous pure Neumann problem; in other words a free structure. The eigenvalue problem is solved by means of MSC Nastran ${ }^{\text {TM }}$ for 430 eigenmodes. Eigenmode number 430 is depicted in Fig. 2. The finite element mesh consists of 60000 hexahedral elements with 8 node points in each equalling a total of 76255 node points in the local part. The elements are all of the same size and distributed accordingly: 150


Fig. 2. Mode number 430.
elements along the $x$-axis, 100 elements along the $y$-axis and 4 elements along the $z$-axis. This will yield 462 node points at the surface $\partial \Omega_{c, 1}$ and 755 node points at the surface $\partial \Omega_{c, 2}$, equalling a total of 1217 node points on $\partial \Omega_{c}$.

The choice of total number of eigenmodes (430), is governed by the geometrical extent of the contact area. The minimum requirement is that at least half of one eigenmode wave should cover the contact area. Here the wavelength for eigenmode 430 is approximately 3.8 cm and the shortest length of the contact area is 2 cm .

Now it is straightforward to calculate the components of the matrix A, defined in Eq. (26). Thereafter, mean square estimates of the Fourier coefficients for the displacement series is obtained using Eq. (29).

The estimated set of Fourier coefficients $\left\{c_{k}(\tilde{\mathbf{u}})\right\}_{k=1}^{430}$ is validated using independently measured displacement, i.e. displacement not used in the coefficient estimation, which can be seen in Figs. 3 and 4 for the $y$-and $z$-components at $\mathbf{x}=[0.06,0.04,0.00] \mathrm{m}$, respectively.

Then it is straightforward to calculate the set of modal contact forces $\left\{F_{c}^{(k)}\right\}_{k=1}^{430}$ from the set of estimated Fourier coefficients, $\left\{c_{k}(\tilde{\mathbf{u}})\right\}_{k=1}^{430}$, using Eq. (23).

Now using FE-interpolation for both the traction field at $\partial \Omega_{c}$ and the eigenmodes the traction vector can be estimated using the technique described in Section 3.1.

To obtain results using the method in Section 3.2 an auxiliary eigenvalue problem needs to be solved, in order to obtain the basis for the stress series (Eq. (11)). The boundary domains are chosen such that $\partial \Omega_{w}=\partial \Omega_{c}$ and $\partial \Omega_{t}=\partial \Omega \backslash \partial \Omega_{c}$. This will yield a basis, $\left\{\boldsymbol{\sigma}^{(l)}\right\}_{l=1}^{\infty}$, that can represent $\tilde{\sigma}_{i j}(\mathbf{x}, s) \neq 0$ at $\mathbf{x} \in \partial \Omega_{c}$. As previously the eigenvalue problem is solved by means of MSC Nastran ${ }^{\mathrm{TM}}$. Now the components of the matrix $\mathbf{R}$ can be calculated using Eq. (40). Thereafter, following the discussion in Section 3.2, we choose a subset of the set of available displacement modes $(k \in\{1, \ldots, 430\})$ so that the matrix $\mathbf{R}_{\beta}$ becomes well-conditioned enough.


Fig. 3. Validation of independently measured displacement spectrum in the $y$-direction at $\mathbf{x}=[0.06,0.04,0.00]$ : -, measured; - $\bigcirc^{-}$, estimated.

To proceed with the third method, as described in Section 3.3, we need to obtain an set of basis functions orthogonal over $\partial \Omega_{c}$. This is done using the orthogonalization procedure outlined in Section 2.3 and the eigenmodes obtained from the first eigenvalue problem above. Now the traction vector can be estimated using the technique in Section 3.3.

The, by means of the three above-mentioned methods, estimated traction vectors are compared in a number of points in the structure. This comparison can be seen in Figs. 5-8. By keeping in mind that the number of traction vector components is $1217 \times 3=3651$, the results are fairly good. Also comparison in a $L_{2}\left(\partial \Omega_{c}\right)$-norm over the surface is made between the three techniques and depicted in Fig. 9. As can be seen the results are very good.

## 5. Conclusions

Three previously proposed techniques are experimentally validated using LDV measurements combined with triaxial accelerometer measurements on a constrained vibrating structure. The techniques utilize the measurements and certain elastic eigenmodes in order to yield the detailed (in a spatial sense) traction vector at relevant surfaces. Comparison between the three methods has been made both pointwise and in a $\mathrm{L}_{2}$-norm over the surface. There are some discrepancies


Fig. 4. Validation of independently measured displacement spectrum in the $z$-direction at $\mathbf{x}=[0.06,0.04,0.00]$ : -, measured; - - -, estimated.
regarding the pointwise comparison. However when regarding the large number of estimated traction components these discrepancies are fairly small. In the $L_{2}$-norm the methods correspond very well.

These results yield that the methods are very promising as starting points for research focusing on deriving physical models describing the dissipation of vibration energy between structural parts. This area is usually referred to as non-material damping and is an area that requires extensive research since there are very few results available, especially regarding general models.
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Fig. 5. Comparison between traction estimation methods; magnitude of the $x$-component at $\mathbf{x}=[0.162,0.20,0.00]$ m : -, FE-interpolation method; -×-, stress tensor expansion method; - $\bigcirc-$, surface orthogonal basis method.

## Appendix A. Definitions

The displacement field, $\mathbf{u}$, the symmetric stress, $\boldsymbol{\sigma}$, and strain tensor fields, $\boldsymbol{\varepsilon}$, in Cartesian co-ordinates are defined as

$$
\begin{gather*}
\mathbf{u}:=\mathbf{u}(\mathbf{x}, t)=\left[\begin{array}{lll}
u_{x} & u_{y} & u_{z}
\end{array}\right]^{\mathrm{T}}  \tag{A.1}\\
\boldsymbol{\sigma}:=\boldsymbol{\sigma}(\mathbf{x}, t)=\left[\begin{array}{lll}
\sigma_{x x} & \sigma_{x y} & \sigma_{z x} \\
\sigma_{x y} & \sigma_{y y} & \sigma_{y z} \\
\sigma_{z x} & \sigma_{y z} & \sigma_{z z}
\end{array}\right]  \tag{A.2}\\
\boldsymbol{\varepsilon}:=\boldsymbol{\varepsilon}(\mathbf{x}, t)=\left[\begin{array}{lll}
\varepsilon_{x x} & \varepsilon_{x y} & \varepsilon_{z x} \\
\varepsilon_{x y} & \varepsilon_{y y} & \varepsilon_{y z} \\
\varepsilon_{z x} & \varepsilon_{y z} & \varepsilon_{z z}
\end{array}\right] \tag{A.3}
\end{gather*}
$$

where $\mathbf{x}=[x, y, z]^{\mathrm{T}}$ and $t$ is the time variable.


Fig. 6. Comparison between traction estimation methods; magnitude of the $z$-component at $\mathbf{x}=[0.22,0.20,0.0042]$ $\mathrm{m}:-$, FE-interpolation method; $-\times-$, stress tensor expansion method; - $\bigcirc-$, surface orthogonal basis method.

The linear strain-displacement field relations are given in tensor notation as

$$
\begin{equation*}
\boldsymbol{\varepsilon}=\frac{1}{2}\left[(\nabla \otimes \mathbf{u})^{\mathrm{T}}+\nabla \otimes \mathbf{u}\right], \tag{A.4}
\end{equation*}
$$

where $\otimes$ is the tensor product, or dyad.
The $\mathrm{L}_{2}(\Omega)$-inner product $(\mathbf{u}, \mathbf{v})_{\mathrm{L}_{2}(\Omega)}$ is defined as, see e.g., Ref. [17] or Ref. [19]

$$
\begin{equation*}
(\mathbf{u}, \mathbf{v})_{\mathrm{L}_{2}(\Omega)}:=\int_{\Omega} \mathbf{u} \cdot \mathbf{v}^{*} \mathrm{~d} \Omega \tag{A.5}
\end{equation*}
$$

where $\mathbf{u}$ and $\mathbf{v}$ are some (possibly) multi-dimensional continuous vector functions, and $\mathbf{v}^{*}$ denotes the complex conjugate of the field $\mathbf{v}$. For tensor fields, of the same order, the analogous inner product can be defined as

$$
\begin{equation*}
(\mathbf{A}, \mathbf{B})_{\mathrm{L}_{2}(\Omega)}:=\int_{\Omega} \mathbf{A}: \mathbf{B}^{*} \mathrm{~d} \Omega, \tag{A.6}
\end{equation*}
$$

where $\mathbf{A}$ and $\mathbf{B}$ are tensors of the same order.


Fig. 7. Comparison between traction estimation methods; magnitude of the $z$-component at $\mathbf{x}=[0.166,0.02,0.0042]$ m : -, FE-interpolation method; $-\times-$, stress tensor expansion method; - $\bigcirc-$-, surface orthogonal basis method.

The $\mathrm{L}_{2}(\partial \Omega)$-inner product for vector fields on the boundary, $\partial \Omega$, is defined as

$$
\begin{equation*}
(\mathbf{u}, \mathbf{v})_{\mathrm{L}_{2}(\partial \Omega)}:=\int_{\partial \Omega} \mathbf{u} \cdot \mathbf{v}^{*} \mathrm{~d} \partial \Omega \tag{A.7}
\end{equation*}
$$

The natural norm in $\mathrm{L}_{2}(\Omega)$ is then defined as

$$
\begin{equation*}
\|\mathbf{u}\|_{\mathrm{L}_{2}(\Omega)}:=\sqrt{(\mathbf{u}, \mathbf{u})_{\mathrm{L}_{2}(\Omega)}}=\sqrt{\int_{\Omega}|\mathbf{u}|^{2} \mathrm{~d} \Omega} \tag{A.8}
\end{equation*}
$$

The $l_{2}$-norm for a $n$-dimensional, real or complex, vector $\mathbf{y}=\left[y_{1}, y_{2}, \ldots, y_{n}\right]$ is defined as

$$
\begin{equation*}
\|\mathbf{y}\|_{l_{2}}:=\sqrt{\sum_{i=1}^{n}\left|y_{i}\right|^{2}} \tag{A.9}
\end{equation*}
$$

When $\mathbf{y}$ is a real vector the above norm is the well-known Euclidean norm. The corresponding $l_{2}$ matrix norm for a matrix $\mathbf{A}$, of order $m \times n$, is defined as

$$
\begin{equation*}
\|\mathbf{A}\|_{l_{2}}:=\sup _{\mathbf{y} \neq \mathbf{0}} \frac{\|\mathbf{A} \mathbf{y}\|_{l_{2}}}{\|\mathbf{y}\|_{l_{2}}} \tag{A.10}
\end{equation*}
$$



Fig. 8. Comparison between traction estimation methods; magnitude of the $y$-component at $\mathbf{x}=[0.194,0.02,0.0042]$ m : -, FE-interpolation method; $-\times-$, stress tensor expansion method; - $\bigcirc-$, surface orthogonal basis method.

The condition number of the matrix $\mathbf{A}$ is defined as

$$
\begin{equation*}
\kappa(\mathbf{A}):=\|\mathbf{A}\|_{L_{2}}\left\|\mathbf{A}^{+}\right\|_{L_{2}} \tag{A.11}
\end{equation*}
$$

where $\mathbf{A}^{+}$is the pseudo-inverse of $\mathbf{A}$.
The three-dimensional real valued vector field $\mathbf{w}^{(k)}=\left[w_{x}^{(k)}, w_{v}^{(k)}, w_{z}^{(k)}\right]^{\mathrm{T}} \in \mathbb{R}^{3}$ is the mode shape number $k$ with corresponding circular eigenfrequency $\omega_{k}$, i.e., $\mathbf{w}^{(k)}$ is assumed to be the solution to an elastic eigenvalue problem with equations of motion

$$
\begin{equation*}
-\operatorname{div}\left(\mathscr{H}_{e}: \boldsymbol{\varepsilon}^{(k)}\right)=\omega_{k}^{2} \rho \mathbf{w}^{(k)} \tag{A.12}
\end{equation*}
$$

and homogeneous boundary conditions fulfilling

$$
\begin{align*}
\mathbf{t}_{n}^{(k)}=\mathbf{0} & \text { on } \partial \Omega_{t}  \tag{A.13}\\
\mathbf{w}^{(r)}=\mathbf{0} & \text { on } \partial \Omega_{w} \tag{A.14}
\end{align*}
$$

for all $k$ and $r$, where $\partial \Omega:=\partial \Omega_{t} \cup \partial \Omega_{w}$. $\boldsymbol{\varepsilon}^{(k)}$ in Eq. (A.12) is the second order strain tensor mode number $k$ corresponding to the displacement mode $\mathbf{w}^{(k)}$ and defined as

$$
\begin{equation*}
\boldsymbol{\varepsilon}^{(k)}\left(\mathbf{w}^{(k)}\right):=\frac{1}{2}\left[\left(\nabla \otimes \mathbf{w}^{(k)}\right)^{\mathrm{T}}+\nabla \otimes \mathbf{w}^{(k)}\right] . \tag{A.15}
\end{equation*}
$$



Fig. 9. Boundary norm of the estimated traction vectors for the three different methods: -, FE-interpolation method; $-\times-$, stress tensor expansion method; $-\bigcirc-$, surface orthogonal basis method.

It is guaranteed that the continuous (real) modes of vibration constitute a set of complete functions in the Hilbert space $\mathrm{L}_{2}(\Omega)$, cf., Ref. [20], where it was proved for a material continuous body. Here it is assumed to be valid for a material discontinuous body also. In addition to completeness, the modes are orthogonal

$$
\begin{equation*}
\left(\mathbf{w}^{(k)}, \rho \mathbf{w}^{(r)}\right)_{\mathrm{L}_{2}(\Omega)}=m_{k} \delta_{k r} \quad \forall k, r, \tag{A.16}
\end{equation*}
$$

where $\delta_{k r}$ is the Kronecker delta, and $(\cdot, \cdot)_{\mathrm{L}_{2}(\Omega)}$ is the $\mathrm{L}_{2}(\Omega)$-inner product for a multi-dimensional vector field, as defined in this appendix.
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